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## Overview

$\square$ All the Z's

- Calculating a Z-score
- Z-score for one person
- Looking up on the Unit Normal Table for Z-scores
- 68\%, 95\%, 99\% Rule
$\square$ Calculating a Z-test
- Z-test for one mean
- Looking up on the Unit Normal Table for Z-scores
- Comparing the Probability of Z-score (one person) vs. Z-statistic (one mean)
$\square$ Real World Example: Flint, MI
$\square$ Unit Normal table for Z-scores Tips
$\square$ Z-scores, Z-tests, and Probability in R


## Different Z's

$\square$ There are different $z$-things... They can all mean the same thing... And some people use them interchangeably...

- Z-score
- The value that corresponds to how many standard deviations one person's raw score is above or below the mean
- Ex. How is this one student $(x)$ performing compared to the class average?
- Ex. What is the probability of seeing a student with this score?
- Z-test
- A statistical test you calculate to determine a z-statistic, basically a z-score, but here we are testing to see how many standard deviations a mean is above or below another known mean
- Ex. How is this one school $(\bar{x})$ performing compared to the national average?
- Ex. What is the probability of seeing a school average with this score?
- Z-statistic
- The value you calculated in the z-test, again, basically a z-score but for a mean rather than one person


## Back to Probability of $x$ (Z-score)

$\square$ If the average height of women is $\mu=65^{\prime \prime}$ (5'5), $\sigma=3.5$, what is the probability of observing ONE woman who is $68^{\prime \prime}\left(5^{\prime} 8\right)$ or taller?
$\square$ Which direction are we looking for?

$$
\begin{aligned}
& \mathrm{P}(x>68)=? \\
& z-\text { score }=\frac{x-\mu}{\sigma}
\end{aligned}
$$



## Back to Probability of $x$ (Z-score)

$\square$ If the average height of women is $\mu=65^{\prime \prime}$ (5'5), $\sigma=3.5$, what is the probability of observing ONE woman who is $68^{\prime \prime}\left(5^{\prime} 8\right)$ or taller?

$$
.86=\frac{68-65}{3.5}
$$

19\% likelihood

$$
\begin{aligned}
& \mathrm{P}(x>68)=.19 \\
& \mathrm{P}(z>\underset{z-\text {-score }}{\substack{\text { raw score }}}=.19
\end{aligned}
$$

$$
z>.86
$$

## Back to Probability of $x$ (Z-score)

$\square$ If the average height of women is $\mu=65^{\prime \prime}\left(5^{\prime} 5\right)$, $\sigma=3.5$, what is the probability of observing ONE woman who is $68^{\prime \prime}\left(5^{\prime} 8\right)$ or taller?
$\square$ So observing one woman who is 68 inches ( $5^{\prime} 8$ ) or taller is pretty likely, we know there are tall women out there, so it's not too uncommon or unlikely.

## 19\% chance of

seeing a woman that is 5'8 or taller


## Between Two Values

$z=\frac{x-\mu}{\sigma}$
$\square$ If the average height of women is $\mu=65$ inches, $\sigma$ $=3.5$, is the probability of seeing one woman that is between 61.5 inches ( $\sim 5^{\prime} 11 / 2$ ) and $68.5\left(\sim 5^{\prime} 81 / 2\right)$ tall?

$$
\mathrm{P}(61.5<x<68.5)=?
$$



Before even starting the problem, how likely do you think it is to see a woman between 5'1.5 and 5'8.5?

Super likely? Super rare?

## Between Two Values

 $z=\frac{x-\mu}{\sigma}$$\square$ If the average height of women is $\mu=65$ inches, $\sigma$ $=3.5$, is the probability of seeing one woman that is between 61.5 inches ( $\sim 5^{\prime} 11 / 2$ ) and $68.5\left(\sim 5^{\prime} 81 / 2\right)$ tall?

$$
-1=\frac{\substack{\text { raw score } \\ 61.5-65}}{3.5}
$$

z-score standard dev
$+1=\frac{68.5-65}{3.5}$

$$
\mathrm{P}(61.5<x<68.5)=.68
$$



## Between Two Values

$\square$ Different ways to determine the in between values
$\square$ You could determine the entire body then subtract the tail
$\square$ You could determine the proportion between the mean and given z-score for both side and add them

TABLE B. 1 The Unit Normal Table*
*Column A lists $z$-score values. A vertical line drawn through a normal distribution at a $z$-score location divides the distribution into two sections.
Column B identifies the proportion in the larger section, called the body.
Column C identifies the proportion in the smaller section, called the tail.
Column D identifies the proportion between the mean and the $z$-score.
Note: Because the normal distribution is symmetrical, the proportions for negative $z$-scores are the same as those for positive $z$-scores.


| (A) | (B) <br> Proportion <br> in Body | (C) <br> Proportion <br> in Tail | (D) <br> Petween Mean and $z$ | (A) |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $z$ | (B) <br> Proportion <br> in Body | (C) <br> Proportion <br> in Tail | Proportion <br> Between Mean and $z$ |  |  |  |  |
| 0.00 | .5000 | .5000 | .0000 | 0.25 | .5987 | .4013 | .0987 |
| 0.01 | .5040 | .4960 | .0040 | 0.26 | .6026 | .9374 | .1026 |
| 0.02 | .5080 | .4920 | .0080 | 0.27 | .6064 | .3936 | .1064 |
| 0.03 | .5120 | .4880 | .0120 | 0.28 | .6103 | .3897 | .1103 |
| 0.04 | .5160 | .4840 | .0160 | 0.29 | .6141 | .3859 | .1141 |
| 0.05 | .5199 | .4801 | .0199 | 0.30 | .6179 | .3821 | .1179 |
| 0.06 | .5239 | .4761 | .0239 | 0.31 | .6217 | .3783 | .1217 |
| 0.07 | .5379 | .4721 | .0279 | 0.32 | .6255 | .3745 | .1255 |
| 0.08 | .5319 | .4681 | .0319 | 0.33 | .6293 | .3707 | .1293 |
| 0.09 | .5359 | .4641 | .0359 | 0.34 | .6331 | .3669 | .1331 |
| 0.10 | .5398 | .4602 | .0398 | 0.35 | .6368 | .3632 | .1368 |
| 0.11 | .5438 | .4562 | .0438 | 0.36 | .6406 | .3594 | .1406 |
| 0.12 | .5478 | .4522 | .0478 | 0.37 | .6443 | .3557 | .1443 |
| 0.13 | 5517 | 4483 | .0517 | 0.38 | 6480 | .3570 | 1480 |

## Between Two Values

$z=\frac{x-\mu}{\sigma}$
$\square$ In this example, there is another quick trick. Notice that the question is asking for the proportion of people between -1 and +1 standard deviation.
$\square$ Think back to some rules we learned about the curve...


## 68, 95, 99 Rule

$\square$ Remember back to the normal distribution...


## 68, 95, 99 Rule



For normally distributed data when $\sigma$ and $\mu$ are known: $68 \%$ of observations fall between $\pm 1$ SDs

## Between Two Values

$$
z=\frac{x-\mu}{\sigma}
$$

$\square$ In this example, there is quick trick. Notice that the question is asking for the proportion of people between -1 and +1 standard deviation.
$\square$ We know that $68 \%$ of people call between -1 and +1 , so the probability of observing a woman between -1 and +1 SDs is .68

68\% likelihood


$$
\mathrm{P}(-1<z<+1)=.68
$$

## 68, 95, 99 Rule

$\square$ Remember back to the normal distribution...


## 68, 95, 99 Rule



For normally distributed data: $68 \%$ of observations fall between $\pm 1$ SDs $95 \%$ of observations fall between $\pm 2$ SDs $99.7 \%$ of observations fall between $\pm 3$ SDs

## Moving from a Person to a Mean

$\square$ We just calculated the z-score and the associated probability of observing one person that is a certain height.
$\square$ But do we usually care about just one person's score?
$\square$ Now, I want to know the probability of seeing an entire group of people, a sample mean that is a certain height.

- Now we are going to run a z-test and calculate basically a z-score for a mean instead of just one person. This is now called a z-statistic instead of z-score.


## Let's Ztandardize

$\square$ We were using population data to calculate a person's $z$-scores to compare and determine probabilities
$\square$ But now we are working with a sample, and all samples have some uncertainty associated with them.
$\square$ We have to take this into account...

Regular Z-score Using Population Data



## Sampling Z-statistic <br> Using Population and Sample Data



## Let's Ztandardize

$\square$ Because we are dealing with a sample mean, now we have to take into account the number of people in the sample.
$\square$ We do this with Standard Error $(\mathrm{SE})=\sigma / \sqrt{n}$.

Regular Z-score Using Population Data


z-score
$\sigma$

Sampling Z-statistic
Using Population and Sample Data


## Distribution of Statistics

$\square$ Now we have a new distribution... This one is called the "Sampling Distribution". Rather than a distribution of people, this is now a distribution of samples MEANS.


## Z-statistic (Z-test)

## $z-$ statistic $=\frac{\text { sample mean }- \text { population mean }}{\text { standard error }}$

Sampling Z-statistic
Using Population and Sample Data


## Probability $\bar{x}$

$\square$ What is the probability of observing ONE woman who is 68 inches or taller?
-. 19 probability or a $19 \%$ chance
$\square$ But now, if the average height of women is $\mu=65$ inches, $\sigma=3.5$, how likely is it that I collect a SAMPLE of 5 people ( $n=5$ ) and calculate a MEAN of 68" or taller?

## How different will these probabilities be?

Probability of one person 68" or taller vs. probability of a group of 5 people with an average of $68^{\prime \prime}$ or taller...

## Think About It...

$\square$ Which has a higher probability... Seeing one woman that is $68^{\prime \prime}\left(5^{\prime} 8\right)$ or seeing a group of five women with an average height of 68 "?

$$
x=68^{\prime \prime}
$$

VS

$$
\bar{x}=68^{\prime \prime}
$$

## Let's Ztandardize

$\square$ If we standardize the value, then we can refer back to the z-table and see the probability of getting a certain mean just like we did for one person's score

Regular Z-score<br>Using Population Data



Sampling Z-statistic<br>Using Population and Sample Data

$\underset{\substack{z-\text { statisicic }}}{ }=\frac{\bar{x}-\mu}{\sigma / \sqrt{n}}$

What is dividing by $\sqrt{n}$ going to do to the z value?
Increase or decrease z-statistic value?

## Let's Ztandardize

$\square$ Dividing by the $\sqrt{n}$ is going to increase the (absolute) value of the $z$-statistic...
$\square$ A higher z -statistic means the probability is lower.

$$
\begin{aligned}
& \begin{array}{c}
\begin{array}{c}
\text { Regular Z-score } \\
\text { Ssing Population Data }
\end{array} \\
Z=\frac{x-\mu}{\sigma} \\
Z=\frac{x-\mu}{\sigma} \\
\underbrace{}_{\text {Z-value }} \\
\underbrace{}_{\text {Probability }} \\
Z=\frac{\bar{x}-\mu}{\sigma / \sqrt{n}} \\
\text { Using Popullation and Sample Data }
\end{array} \\
& Z=\frac{\bar{x}-\mu}{\sigma / \sqrt{n}}
\end{aligned}
$$

## Relationship Between Z and Probability

$\square$ As a $z$-statistic value moves further away from the midpoint zero, the probability of seeing this sample mean goes down (lower probability), as it moves closer to the the midpoint, the probability goes up.


## Relationship Between Z and Probability

$\square$ As a z-statistic value moves further away from the midpoint zero, the probability of seeing this sample mean goes down (lower probability), as it moves closer to the the midpoint, the probability goes up.

## LOW PROBABILITY

$$
P=.05
$$

## Probability $\bar{x}$, Z-statistic

$\square$ What is probability you see a SAMPLE MEAN of 68 "or greater when we know the population is distributed as $x \sim N(65,3.5)$ ?
$z-$ statistic $=\frac{\bar{x}-\mu}{\sigma / \sqrt{n}}$

## Probability $\bar{x}$, Z-statistic $z=\frac{\bar{x}-\mu}{\sigma / \sqrt{n}}$

$\square$ What is probability you see a SAMPLE MEAN of 68"or greater when we know the population is distributed as $x \sim N(65,3.5)$ ?

$$
\mathrm{P}(\bar{x}>68)=?
$$

$1.92=\frac{68-65}{3.5 / \sqrt{5}}$

$$
\mathrm{P}(z>1.92)=?
$$

## Z-table

$\square$ Looking up the $z$-statistic on the z-table.

We want the probability of 1.92 or higher... so we look at...


## Probability $\bar{x}$, Z-statistic $z=\frac{\bar{x}-\mu}{\sigma / \sqrt{n}}$

$\square$ What is probability you see a SAMPLE MEAN of 68 "or greater when we know the population is distributed as $x \sim N(65,3.5)$ ?

$$
1.92=\frac{68-65}{3.5 / \sqrt{5}}
$$

$3 \%$ likelihood

$$
\begin{aligned}
& \mathrm{P}(\bar{x}>68)=.03 \\
& \mathrm{P}(z>1.92)=.03
\end{aligned}
$$

## Side Note - Short Hand Distribution

$\square$ A common way to write out the important attributes of a distribution...

- "The variable x is normally distributed with a mean of
$\qquad$ and standard deviation of $\qquad$ ."
a "Female height is normally distributed with a mean of 65 inches and a standard deviation of 3.5 inches."



## One Person vs One Mean <br> $$
z=\frac{\bar{x}-\mu}{\sigma / \sqrt{n}}
$$

$\square$ Notice how at the individual (x) level, there is more variability and a greater likelihood (19\%) you'll get ONE tall person, but to get a SAMPLE MEAN that is greater than 68", perhaps you sampled a basketball team or some Scandinavians because these is less likely.


## Salary Person Example

$$
z=\frac{\bar{x}-\mu}{\sigma / \sqrt{n}}
$$

$\square$ A large company has a salary mean of $\mu=\$ 62,000$ and a standard deviation of $\sigma=\$ 32,000$. If I select ONE employee at random, what is the probability their salary $X$ is less than $\$ 59,000$ ?

$$
\begin{aligned}
& \mathrm{P}(x<\$ 59,000)=? \\
& \mathrm{P}(z<-0.09)=?
\end{aligned}
$$

$$
-0.09=\frac{59,000-62,000}{32,000}
$$

## Salary Person Example

$\square$ Looking for:

- z-score of -0.09
$\square$ The question asked for the probability of one person's salary being \$59,000 or
less... Which direction do we want?

$$
\mathrm{P}(z<-0.09)=?
$$

## TABLE B. 1 The Unit Normal Table*

*Column A lists $z$-score values. A vertical line drawn through a normal distribution at a $z$-score location divides the distribution into two sections.
Column B identifies the proportion in the larger section, called the body
Column C identifies the proportion in the smaller section, called the tail.
Column D identifies the proportion between the mean and the $z$-score.
Note: Because the normal distribution is symmetrical, the proportions for negative $z$-scores are the same as those for positive $z$-scores.

|  |  |  |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  |  |  |  |  |  |  |  |

## Salary Person Example

$$
\mathrm{P}(z<-0.09)=?
$$

Notice that the proportion we want does NOT cross the mean ( $z=0$ ), so we know that the probability has to be less than .500, we want the "tail"

| (A) | (B) <br> Proportion <br> in Body | (C) <br> Proportion <br> in Tail | (D) <br> Proportion <br> Between Mean and $z$ |
| :---: | :---: | :---: | :---: |
| 0.00 | .5000 | .5000 | .0000 |
| 0.01 | .5040 | .4960 | .0040 |
| 0.02 | .5080 | .4920 | .0080 |
| 0.03 | .5120 | .4880 | .0120 |
| 0.04 | .5160 | .4840 | .0160 |
| 0.05 | .5199 | .4801 | .0199 |
| 0.06 | .5239 | .4761 | .0239 |
| 0.07 | .5279 | .4721 | .0279 |
| 0.08 | .5319 | .4681 | .0319 |
| 0.09 | .5359 | .4641 | .0359 |
|  |  |  |  |
| $\mathbf{P}(Z<\boldsymbol{Z}$ | $-\mathbf{0 . 0 9})=\mathbf{4 . 6}$ |  |  |

$46 \%$ of people have a salary less than $\$ 59,000$ The probability of one person having a salary less than $\$ 59,000$ is .46 .

## Salary Sample Example $z=\frac{\bar{x}-\mu}{\sigma / \sqrt{n}}$

$\square$ A large company has a salary mean of $\mu=\$ 62,000$ and a standard deviation of $\sigma=\$ 32,000$. If I select 100 employees at random, what is the probability their average salary $\bar{x}$ is less than $\$ 59,000$ ?

$$
\begin{aligned}
& \mathrm{P}(\bar{x}<\$ 59,000)=.17 \\
& \mathrm{P}(z<-.94)=.17 \\
& 17 \% \text { likelihood }
\end{aligned}
$$

## Z-test

$\square$ When we test things in statistics, we are looking for a PROBABILITY, not really a simple "Yes" or "No"
$\square$ We usually ask, "Assuming everyone is similar to the average, what is the probability I see a sample mean this high (or low)?"
$\square$ Ex. "Assuming the average height of women is 65 ", what is the probability I take a sample of 5 women and their average height is 68 " or greater?"

# Real World Example: Flint, MI 

## Is Flinch, MI Water Contaminated?

## How do we test if Flint, Ml's water is

 contaminated with lead?What do we need to ask?
What do we need to know?

## What do we need to ask?

$\square$ There may be trace amounts of lead in all water, but, on average, how much lead is in America's drinking water?
$\square$ Some cities may have more or less lead in their water, but how much does that average amount of lead vary from city to city?
$\square$ How many Flint, MI water samples were taken?
$\square$ What was the average lead level of those Flint, MI samples?

## What do we need to know?

$\square$ There may be trace amounts of lead in all water, but, on average, how much lead is in America's drinking water?

- EPA says average is 2.8 ppb
- Anything over 15 ppb is "action level"
$\square$ Some cities may have more or less lead in their water, but how much does that average amount of lead vary from city to city?
- This is hard to find... For the sake of this example, let's say it is 1.5* ppb
$\square$ How many Flint, MI water samples were taken? What was the average lead level of those Flint, MI samples?
- 269, no overall average found, but we do know that $40 \%$ of those samples ( $\mathrm{n}=101$ ) were over 5 ppb
$\square$ The top 10 percent, i.e. the $90^{\text {th }}$ percentile, ( $n=27$ ) was 25 ppb
- A few outlier samples were over 100 ppb, one exceeded 1000 ppb


## Flint, MI One Water Sample $z=\frac{\bar{x}-\mu}{\sigma / \sqrt{n}}$

$\square$ Assuming the water is not contaminated, what is probability you see ONE water sample (not an average) with a lead concentration of 5 ppb or greater, considering the mean for the US is 2.8 with a "known" standard deviation of $1.5^{*}$.

$$
1.47=\frac{5.0-2.8}{1.5}
$$

$7 \%$ chance of seeing one sample greater than 5 ppb of lead

$\mathrm{P}(x>5.0)=.07$

$$
\mathrm{P}(z>1.47)=.07
$$

## Flint, MI Water

$\square$ Assuming all the water is fine, there is still a $7 \%$ chance of seeing one water sample greater than 5 ppb. It's not impossible or completely unlikely to see some water samples with high lead levels because samples vary.
$\square$ Maybe you sampled a particularly old lead pipe.
$\square$ But... Assuming all the water is fine, what is the probability of seeing an average from multiple water samples of 5 ppb or greater?

## Flint, MI Average Water Sample

$\square$ Assuming the water is not contaminated, what is probability you see an average lead concentration of 5 ppb or greater from a sample of $n=101$, considering the mean for the US is 2.8 with a "known" standard deviation of 1.5*.


## Flint, MI Water Example

$\square$ Assuming all the water is fine, there a $0.0000 \%$ chance of seeing an average lead concentration of 5 ppb from an average of 101 water samples.

- But, there is still technically a really, really small chance (somewhere at the end of all those zeros) that this could just be a fluke...
$\square$ But what is more likely? That this was a fluke of 101 water samples and everything is fine, as some politicians might claim, or is it more likely that Flint, MI water is different from the average of 2.8 ppb , and the water is contaminated...?

This is the essence of statistical hypothesis testing.

## Z-table Tips

$\square$ When you calculate a z-score, round the z-score to two decimal places
$\square$ When you find a probability in a z-table, round the probability to two decimal places
$\square$ When you find the z-score that corresponds to a probability, go with the $z$-score that is smaller
$\square$ There are no negative z-scores on the table, but you can still look up negative $z$-scores values
$\square$ Ex. z = -1.5, look for 1.5 and based on the question, determine if you want proportion of people above of below the mean
$\square$ For the rest of this course, we will focus mainly on means we derive from samples (i.e. one sample's mean), rather than one single observation (i.e. one person's score)
$\square$ Next we shift our attention to the process of taking a good sample.

## Probability $\bar{x}$, Z-statistic

\#\# 3.2-2 Probability, z-scores, and z-test

```
###################################
##### z-test & Probability #####
#####################################
sample_mean <- 68
pop_mean <- 65
sd <- 3.5
n <- 5
z_stat <- (sample_mean - pop_mean)/(sd/sqrt(n))
# When asking for the probability of seeing a sample_mean GREATER than a certain value,
# P(sample_mean > 68), P(z > 1.92)
pnorm(z_stat, lower.tail = F) #0.03
# When asking for the probability of seeing a sample_mean LESS than a cer'tain value,
# P(sample_mean < 68), P(z< 1.92)
pnorm(z_stat, lower.tail = T) #0.97
# When asking for the probability of seeing a sample_mean BETWEEN two symmetric values,
# P(-1.92<z< 1.92)
1 - pnorm(z_stat, lower.tail = F)*2 #0.94
```


## Flint, MI One Sample vs. Average Water Sample

- The first part of the code calculates a
z-score for just one sample value.
- The second part of the code calculates a z-test for a sample mean.


```
###### z-score, z-test, ##########
###### & Probability #############
```





```
######
water_mean <- 2.8
water_sd
water_sample
water_Z_score <- (water_sample - water_mean)/water_sd
# When asking for the probability of seeing a sample GREATER than a certain value,
# P( one sample > 5.0), P(z>1.47)
pnorm(water_Z_score, lower.tail = F) #0.07
###### A sample average: z-test ######
sample_water_mean
water_mean <- 2.8
water_sd
n <- 101
z_stat_water_sample <- (sample_water_mean - water_mean)/(water_sd/sqrt(n))
* When asking for the probability of seeing a sample_mean GREATER than a certain value,
% P(sample_mean > 5.0), P(z>14.74)
pnorm(z_stat_water_sample, lower.tail = F) #0.000000
```

